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Abstract—A unified statistical model is proposed to characterize turbulence-induced fading in underwater wireless optical communication (UWOC) channels in the presence of air bubbles and temperature gradient for fresh and salty waters, based on experimental data. In this model, the channel irradiance fluctuations are characterized by the mixture Exponential-Generalized Gamma (EGG) distribution. We use the expectation maximization (EM) algorithm to obtain the maximum likelihood parameter estimation of the new model. Interestingly, the proposed model is shown to provide a perfect fit with the measured data under all channel conditions for both types of water. The major advantage of the new model is that it has a simple mathematical form making it attractive from a performance analysis point of view. Indeed, we show that the application of the EGG model leads to closed-form and analytically tractable expressions for key UWOC system performance metrics such as the outage probability, the average bit-error rate, and the ergodic capacity. To the best of our knowledge, this is the first-ever comprehensive channel model addressing the statistics of optical beam irradiance fluctuations in underwater wireless optical channels due to both air bubbles and temperature gradient.
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I. INTRODUCTION

Underwater wireless optical communication (UWOC) systems have recently attracted considerable research attention as an appropriate and efficient transmission solution for a variety of underwater applications including offshore oil field exploration, oceanographic data collection, maritime archaeology, environmental monitoring, disaster prevention, and port security among others [1]. This rapidly growing interest stems from the recent advances in signal processing, digital communication, and low-cost visible light-emitting diodes (LEDs) and laser diodes (LD) that have the lowest attenuation in seawater [2]–[5]. UWOC systems, operating in the blue/green portion of the spectrum in the 400-550 nm wavelength band, promise high data rates, low-latency, high transmission security, and reduced energy consumption, compared with their acoustic counterparts [1], [6], [7]. Nevertheless, the reliability of such systems is highly affected by absorption and scattering effects [1] as well as underwater optical turbulence (UOT). The identification of an accurate description for the absorption and scattering effects in UWOC channels has been extensively addressed in several recent works [8]–[10]. UOT results from rapid changes in the refractive index of the water caused by temperature fluctuations, salinity variations as well as the presence of air bubbles in seawater that affects the propagation of optical signals [11]–[13]. In oceans, air bubbles are produced by breaking waves [14] and are found to significantly enhance the scattering process therein [15]. The presence of air bubbles in underwater and their effect on propagating optical signals are well established [16]–[18]. In addition, the variations (gradient) in temperature and salinity in world water bodies are very common [19]. UOT distorts the intensity and phase of the propagating optical signal, which may degrade the performance of the UWOC system [11], [20]. To mitigate these effects, various techniques have been presented. The performance of UWOC systems using optical pre-amplification and multiple receivers has been investigated in [21], [22] studied the performance of multiple-input multiple-output (MIMO) UWOC systems with on-off keying (OOK). In [23], the performance of UWOC systems employing spatial diversity and multi-pulse position modulation techniques is presented. The bit-error rate (BER) of multi-hop UWOC systems is evaluated in [24].

To design robust and reliable UWOC systems, it is important to investigate and understand the statistical distribution of optical signal fluctuations due to UOT. Early studies on UOT had mostly focused on theoretical investigations based on the formulation of free-space atmospheric turbulence models such as the Lognormal distribution to describe the irradiance fluctuations in the underwater environment [25]–[27]. However, the spectrum of refractive-index variations caused by temperature or pressure inhomogeneities in the atmosphere is much different from the refractive-index spectrum of temperature or salinity in water. This makes the Lognormal distribution not appropriate for modeling the irradiance fluctuations in turbulent water. Therefore, there is a need for further investigation of new accurate statistical models to better characterize UOT.

The influence of air bubbles has been characterized in
several previous works based on Mie scattering theory [15], [28]. It was only recently that the impact of bubbles on the distribution of the irradiance has been investigated through a set of lab experiments [29], [30]. These works essentially show that in the presence of air bubbles the distribution of the irradiance is accurately modeled by a mixture of the Exponential distribution and the Log-normal distribution which can also be replaced by the Gamma distribution. The presence of the Log-normal distribution or equivalently the Gamma distribution agrees with previous studies suggesting its use to model underwater optical channels. The Exponential distribution, is however, less common. As shown in [30], it is used to model the loss in the received energy caused by air bubbles. Therefore, typical single-lobe distributions cannot appropriately fit the measured data in the presence of air bubbles, and a two-lobe statistical model is required to predict the statistical behavior of UWOC turbulence-induced fading in all regions of the scintillation index.

In [29], the mixture Exponential-Lognormal model has been proposed to describe the irradiance fluctuations due to air bubbles in both fresh and salty waters in UWOC channels. However, the model does not take into account temperature or salinity gradient in the water channel and is shown not to accurately fit the measured data in all turbulence regimes where the scintillation index varies between 0.1 to 1 Moreover, the mathematical form of Lognormal-based distributions is not convenient for analytic calculations. Furthermore, the design and the performance analysis of such systems is much more challenging. Indeed, the application of the Exponential-Lognormal in UWOC channels makes it very hard to obtain closed-form and easy-to-use expressions for important performance metrics such as the outage probability and the average BER. The mathematical intractability of the Lognormal-based model becomes more evident when we know that the assessment of BER is based on numerical methods, as closed-form analytical expressions are not available for this model. In [31], Weibull distribution was used to characterize fluctuations of laser beam intensity in underwater caused by salinity gradient. The Weibull model showed an excellent agreement with measured data under all channel conditions. Statistical channel model for weak temperature-induced turbulence in UWOC systems was investigated in [32]. The Generalized Gamma distribution (GGD) was proposed to accurately describe both non turbulent thermally uniform and gradient based underwater wireless optical channels. In [30], we have proposed the mixture EG distribution to characterize optical signal irradiance fluctuations in underwater channel. The model provided a perfect fit with the measured data under all the channel conditions for both fresh and salty waters.

However, the aforementioned studies have investigated and modeled the statistics of laser beam irradiance fluctuations due either to air bubbles in thermally uniform channel or underwater channels with temperature or salinity gradient. To the best of the authors’ knowledge, there is no comprehensive study that statistically describes optical beam irradiance fluctuations taking into account both air bubbles and temperature gradient. In this paper, we present a unified UWOC turbulence model that efficiently and statistically describe air bubbles and temperature-induced irradiance fluctuations from weak to strong turbulence condition using fresh as well as salty waters. Based on measured data, we propose the mixture Exponential-Generalized Gamma (EGG) distribution model that gives excellent goodness of fit under all channel conditions. We use the expectation maximization (EM) algorithm to obtain the maximum likelihood (ML) estimates of the new model parameters. When the water temperature is uniform throughout the tank, the received intensity of the laser beam is best described by the simple Exponential-Gamma (EG) distribution which is a special case of the EGG distribution.

In addition, we present a unified performance analysis of UWOC systems operating under intensity modulation/direct detection (IM/DD) as well as heterodyne techniques. As we will see in the sequel, the new model not only gives excellent agreement with the real measured data under all channel conditions but also can efficiently be used to obtain closed-form and mathematically tractable expressions for the system performance metrics such as the outage probability, the average bit-error rate (BER) for a variety of modulation schemes, and the ergodic capacity. We also derive new asymptotic expressions for all the performance metrics in the high SNR regime in terms of elementary functions.

The remainder of this paper is organized as follows. Section II illustrates the experimental setup for intensity fluctuations measurements. In Section III, we introduce the mixture EGG model and we provide its statistical parameters. The EM algorithm is also presented in detail. A comparison between our proposed EGG model, the EG model, and the Exponential-Lognormal model is also established by means of statistical goodness of fit tests, and presented in Section IV. Section V is devoted to the experimental results and discussion. We then show how the application of the new model results in closed-form results for fundamental performance metrics along with the asymptotic analysis at high SNR in Section VI. Section VII presents some numerical and simulation results to illustrate the mathematical formalism presented in this work. Finally, some concluding remarks are drawn in Section VIII.

II. EXPERIMENTAL SETUP

A. Turbulent UWOC Channels with Gradient Temperature

The experimental setup was kept identical to the one described in reference [32] including the different temperature values used to create temperature gradient in the water channel. Additionally, we have considered a water temperature gradient of 0.22 °C.cm⁻¹ corresponding to two different temperature values, 17.3°C and 39.2°C for strong effect of the air bubbles. The optical transmitter was a single-mode TO-can and fiber pigtailed green LD (Thorlabs LP520) operating at a wavelength of 515 nm with 25.4 mm diameter and 25.4 mm focal length. In room temperature operation, the threshold current of the LD was 58 mA. The transmission power was set at 5.7 mW. Air bubbles were introduced in the water tank via a 3/4 diameter and 0.9 m long PVC pipe with 2 mm holes placed in the bottom of the tank as shown in Fig. 1. The air flow rate was measured in terms of liters per minute (L/min) that can be also expressed in terms of standard cubic feet
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per hour (SCFH). Four levels of air bubbles were generated namely BL=2.4 L/min (5 SCFH), 4.7 L/min (10 SCFH), 16.5 L/min (35 SCFH), and 23.6 L/min (50 SCFH) throughout the experiment. The size of the bubble was assumed to be uniform as no external force was introduced influence the size and speed of the bubble generation [33]. The tank was filled with fresh municipal water with an estimated attenuation coefficient of 0.071 m⁻¹ at 520 nm. After propagating through the turbulent and bubbly water, we collected 10000 samples of intensity fluctuations data for statistical analysis using a silicon photodiode receiver unit (Thorlabs DET36A) with 25.4 mm diameter and 75 mm focal length.

**B. Turbulent UWOC Channels with Uniform Temperature**

Fig. 2 illustrates the experimental setup used to measure and collect the intensity fluctuations data for underwater wireless optical channels under the combined effect of salinity as well as air bubbles induced turbulences. There was no attempt to control the temperature of the water. Using a thermometer, the temperature in the tank was kept constant at 25 °C. The transmitter is a green LD with a peak emission wavelength of 515 nm with 0.45nm full-width at half-maximum (FWHM) under 70mA current injection. A plano-convex lens of around 515 nm with 0.45nm full-width at half-maximum was used to collimate and produce a parallel beam. The transmitted power (FWHM) under 70mA current injection. A plano-convex lens of around 515 nm with 0.45nm full-width at half-maximum was used to collimate and produce a parallel beam. The transmitted power

![Fig. 2: Actual Photograph of the experimental setup for intensity fluctuations measurements in 1 m underwater channel in the presence of air bubbles for uniform temperature.](image)

**III. Modeling Underwater Turbulence with the Mixture EGG Model**

**A. Statistics of the New Model**

Throughout this paper, the irradiance fluctuations of the received optical wave due to air bubbles and temperature-induced fading in both fresh and salty (by adding salt into the fresh water tank) waters, \( I \), is modeled by the mixture EGG distribution, which is a weighted sum of the Exponential and Generalized Gamma distributions and can be expressed as

\[
f_l(I) = \omega f(I; \lambda) + (1 - \omega)g(I; [a, b, c]),
\]

with

\[
f(I; \lambda) = \frac{1}{\lambda} \exp(-\frac{I}{\lambda}) \\
g(I; [a, b, c]) = c \frac{\Gamma(a-c-1)}{b^a} \exp(-\frac{I}{b}) \frac{I^{a-1}}{\Gamma(a)}
\]

\( f \) and \( g \) being respectively the Exponential and Generalized Gamma distributions where \( \omega \) is the mixture weight or mixture coefficient of the distributions, satisfying \( 0 < \omega < 1 \), \( \lambda \) is the parameter associated with the Exponential distribution, and \( a, b \) and \( c \) are the parameters of the Generalized Gamma distribution and \( \Gamma(\cdot) \) denotes the Gamma function.

The \( n \)th moment of \( I \) defined as \( \mathbb{E}[I^n] \equiv \int_0^\infty I^n f_l(I) dI \), can be obtained by substituting (1) into the definition then utilizing [34, Eqs. (3.351/3) and (3.478/1)] yielding

\[
\mathbb{E}[I^n] = \omega \lambda^n n! + (1 - \omega) \frac{b^n \Gamma(a + \frac{n}{2})}{\Gamma(a)},
\]

where \( \mathbb{E} \) represents the expected value.

The scintillation index \( \sigma^2_f \), defined as the normalized variance of the intensity fluctuations can be expressed as

\[
\sigma^2_f \equiv \frac{\mathbb{E}[I^2] - \mathbb{E}[I]^2}{\mathbb{E}[I]^2}.
\]

Using (4), the scintillation index can be derived as

\[
\sigma^2_f = \frac{2\omega\lambda^2 + (1 - \omega)b^2 \Gamma(a + \frac{3}{2})}{\left[\omega\lambda + (1 - \omega)\frac{b^2 \Gamma(a + \frac{3}{2})}{\Gamma(a)}\right]^2} - 1.
\]
**Special Case** (Uniform Temperature). Thermally uniform UWOC channels are perfectly characterized by the simple EG mixture model which is a special case of EGG for \( c = 1 \). The EG model is a weighted sum of the Exponential and Gamma distributions whose PDF is obtained by setting \( c = 1 \) in (1) as

\[
f_1(I) = \frac{\omega}{\lambda} \exp \left( - \frac{I}{\lambda} \right) + (1 - \omega) \Gamma^{-1}(\frac{I}{\beta}) \exp \left( - \frac{I}{\beta} \right),
\]

where \( \alpha \) and \( \beta \) represent the shape and scale parameters of the Gamma distribution, respectively. We should emphasize that the distribution in (7) has a simpler mathematical form than the Lognormal-based PDF given in [29, Eq.(8)] and thus lead to straightforward performance evaluation of UWOC systems, with closed-form and mathematically tractable results.

**B. ML Parameter Estimation of the New Model**

In this paper, we use the expectation maximization (EM) algorithm to find maximum likelihood estimates of the model (1) parameters, i.e. \( \omega, \lambda, a, b, \) and \( c \). The EM algorithm is an effective iterative method that starts from some arbitrarily initial values for the model parameters and then proceeds iteratively to update them until convergence. In other words, the EM algorithm provides us the parameters that realize the best fit with the measured data. These values vary depending on the water temperature, the water salinity, and the level of the air bubbles as shown by Table I and Table II.

Let \( I_1, \ldots, I_n \) be the set of independent and identically distributed (iid) irradiance observations with \( n \) being the number of measured samples, using the experimental setups previously described. As clearly shown in the experimental setup section, we have collected \( n = 100000 \) samples of intensity fluctuations data with a sampling rate of 100 S/s. Therefore, it is important to mention here that for each channel condition specified by the rows of Table I and Table II, we have collected 100000 irradiance fluctuations. In other words, for a specific channel condition, we use 100000 realizations and we run the EM algorithm to obtain the maximum likelihood estimates of \( \omega, \lambda, a, b, \) and \( c \) which are obtained in Table I and Table II.

The EM algorithm, generally used for maximum likelihood estimation of models involving missing data, has also been applied to estimate the parameters of mixture models. This is because data generated from the mixture model as in (1) can be regarded as an incomplete data set. Indeed, it is possible to associate each observed irradiance realization \( I_i \) with a hidden unobserved binary random variable \( z_i \) taking 1 with probability \( \omega \) when the data point is drawn from the Exponential distribution and 0 with probability \( 1 - \omega \) if drawn from the Generalized Gamma distribution.

The EM-algorithm seeks to determine the maximum likelihood estimates of the parameters of the mixture model in (1) by alternating the following two steps

- **E-step:** The E-step consists in computing the expected values of the hidden variables \( \{z_i\} \) given the incomplete data set \( \{I_i\}_{i=1}^n \). Using the Bayes’ rule, these quantities are given by

\[
\gamma_i = \frac{\omega f(I_i; \lambda)}{\omega f(I_i; \lambda) + (1 - \omega)g(I_i; [a, b, c])}.
\]

- **M-step:** The M-step consists in selecting the parameters of the mixture model that maximize the following functional which coincides with the expected value of the log likelihood function of the complete data set \( \{(I_i, z_i)\}_{i=1}^n \) with respect to the conditional distribution \( (z_1, \ldots, z_n) \) given \( I_1, \ldots, I_n \)

\[
\ell(\{I_i\} ; \lambda, [a, b, c]) = \sum_{i=1}^{n} \gamma_i \log(f(I_i; \lambda)) + \gamma_i \log(\omega) + (1 - \gamma_i) \log(1 - \omega) + (1 - \gamma_i) \log(g(I_i; [a, b, c])).
\]

As already shown in [35], when it comes to compute the maximum values of the above function, it is more handy to work with \( \theta = b^2 \) than \( b \). We will thus maximize over the variables \( a, \theta \) and \( c \). Taking the derivatives of functional \( \ell \) with respect to \( \theta, c \) and \( a \) results in the following set of equations

\[
\theta = \frac{\sum_{i=1}^{n} (1 - \gamma_i) I_i \psi(a) + \sum_{i=1}^{n} (1 - \gamma_i) \log(\theta) - \sum_{i=1}^{n} (1 - \gamma_i) c \log(I_i)}{\sum_{i=1}^{n} (1 - \gamma_i) I_i \psi(a) + \sum_{i=1}^{n} (1 - \gamma_i) \log(\theta) - \sum_{i=1}^{n} (1 - \gamma_i) c \log(I_i)} \sum_{i=1}^{n} I_i \psi(a) + \sum_{i=1}^{n} (1 - \gamma_i) \log(\theta) - \sum_{i=1}^{n} (1 - \gamma_i) c \log(I_i) = 0\]

where \( \psi \) is the digamma function [34, Eq. (8.360)]. To find \( a, \theta \) and \( c \), it suffices to replace into (12) \( \theta \) and \( a \) with their expressions in (10) and (11). In doing so, (12) becomes a single variable function of \( c \), the zero of which can be solved numerically using the MATLAB function fzero. Once \( c \) is obtained, \( a \) and \( \theta \) are retrieved using again (11) and (10). As for the Exponential distribution, the maximization over the parameter \( \lambda \) leads to

\[
\lambda = \frac{\sum_{i=1}^{n} \gamma_i I_i}{\sum_{i=1}^{n} \gamma_i I_i}.
\]

Finally, the weight \( \omega \) satisfies

\[
\omega = \frac{1}{n} \sum_{i=1}^{n} \gamma_i.
\]

For the sake of simplicity, we summarize in Algorithm 1 the EM algorithm for the EGG mixture model.

It is worth accentuating that, the EM algorithm is also used to estimate the parameters of the EG model and the ML estimates of \( \alpha \) and \( \beta \) parameters of the Gamma distribution may be determined utilizing [30, Eqs. (11) and (12)]. Moreover, to compare the new proposed model with the Exponential-Lognormal model presented in [29], we have also applied the EM algorithm to obtain ML estimates of the Lognormal distribution parameters, \( \mu \) and \( \sigma^2 \), that may be calculated using [30, Eqs. (14) and (15)].
Algorithm 1 EM algorithm to tune the EGG mixture model

1: Initialize, $t = 0$ and $p^t = [a, b, c, \lambda, \omega]$ and $\epsilon > 0$.  
2: repeat
3: $t := t + 1$
4: **E-Step**: Compute $\gamma_i^t$ as (8)
5: **M-step**: Set $c^t$ to the positive zero of the following function
6: $h(c) = - \sum_{i=1}^{n} (1 - \gamma_i^t)^{\psi(a)} - \sum_{i=1}^{n} (1 - \gamma_i^t) \log(\theta) + \sum_{i=1}^{n} (1 - \gamma_i^t)c \log(I_i)$
7: Compute $a^t$, $\theta^t$ using (11) and (10) with $c$ replaced by $c^t$. Set $b^t = (\theta^t)^{\frac{1}{\psi}}$
8: Compute $\lambda^t$ and $\omega^t$ using (13) and (14)
9: Update $p^t = [a^t, b^t, c^t, \lambda^t, \omega^t]$
9: until $\max(|p^t - p^{t-1}|) > \epsilon$

IV. GOODNESS OF FIT TESTS

The validity of the new proposed model may be verified statistically by conducting goodness of fit tests that describe how well the new model fits to the measured data. Specifically, we use the mean square error (MSE) test and the R-square ($R^2$) test that have been widely employed in evaluating the goodness of fit of a variety of fading distributions to channel measurements. Additionally, by conducting these tests, we compare the proposed EGG distribution with the EG as well as the Exponential-Lognormal distributions and we demonstrate that our proposed model can efficiently describe the irradiance fluctuations under all channel conditions for both fresh and salty waters, providing analytical tractability as well.

The results of the MSE as well as the $R^2$ tests along with the estimated parameters of the proposed EGG, the EG, and the Exponential-Lognormal distributions for different levels of air bubbles for thermally uniform and gradient-based UWOC channels are listed in Table I and Table II, respectively.

A. MSE Test

The MSE is a simple and efficient measure of how accurately the proposed EGG model predicts the measured irradiance fluctuations. It is defined as

$$MSE = \frac{\sum_{i=1}^{N} (F_e(I_i) - F(I_i))^2}{N},$$

where $F_e(I)$ denotes the empirical distribution function of $I$ and $F(I)$ stands for the theoretical CDF computed with parameters estimated from the measured data defined as

$$F(x) = \int_{-\infty}^{x} f_t(I, \theta) dI.$$  

It is important to mention here that lower values of MSE (i.e. $MSE \rightarrow 0$) indicate a better fit to the acquired experimental data and subsequently a better model.

B. $R^2$ Test

The coefficient of determination, $R^2$, is used to quantify the goodness of fit. $R^2$ is computed from the sum of squared errors, $SS_{err}$, and the sum of the squares of the distances of the measured points from their mean, $SS_{tot}$, and can be expressed as [36]

$$R^2 = 1 - \frac{SS_{err}}{SS_{tot}},$$

where $SS_{err} = \sum_{i=1}^{M} (f_{m,i} - f_{p,i})^2$ and $SS_{tot} = \sum_{i=1}^{M} (f_{m,i} - \bar{f})^2$, with $f_{m,i}$ and $f_{p,i}$ are the measured and predicted probability values for a given received irradiance level, $M$ represents the number of bins of the data histogram, and $\bar{f} = \sum_{i=1}^{M} f_{m,i} / M$.

It is worth mentioning that the $R^2$ measure ranges from 0 to 1 and the higher the value of $R^2$ (i.e. $R^2 \rightarrow 1$), the better the proposed model fits the measured intensity through the experiment. Note that the value of $R^2$ depends on the number of bins of the acquired data histogram.

V. EXPERIMENTAL VALIDATION

A. Turbulent UWOC Channels with Gradient Temperature

In this section, we show how the new proposed EGG model provides an excellent agreement with the measured data under all channel conditions. Fig. 3 shows the histograms of the experimental data along with the fitness of the new EGG probability distribution function under various levels of air bubbles and different levels of temperature gradient, based on the parameters of Table I. For comparison purposes, we also show the PDFs of EG and Exponential-Lognormal. We can clearly observe that as the temperature-induced turbulence increases, the histogram is more skewed to the left (Figs. 3(c) & 3(d)), indicating a stretch and the shape of the peak becomes wider. Note that both EG and Exponential-Lognormal distributions fit the measured data quite well when the temperature gradient in the underwater channel is low (Figs. 3(a) & 3(b)). As the water temperature gradient increases, both distributions can not follow the stretching shape of the graph and start to lose accuracy. However, as clearly seen in Fig. 3, the proposed EGG model perfectly matches the measured data under all channel conditions from weak to strong turbulence. This excellent agreement clearly demonstrates that the EGG distribution is the most suitable probability distribution to characterize underwater optical signal irradiance fluctuations due to both air bubbles and temperature-induced turbulence. Interestingly, this new distribution not only provides excellent agreement with the measured data under all conditions of turbulence but also serves as a more tractable model that introduces a lot of analytical facilities in deriving easy-to-use expressions for several performance metrics of UWOC systems such as the outage probability and the average BER.

Table I also compares the scintillation index of the experimental data to the scintillation index of the new EGG model as well as the EG and the Exponential-Lognormal models. The scintillation index of the measured data is computed according to (5), and the scintillation indices of the proposed EGG model as well as the EG and the Exponential-Lognormal model are calculated theoretically using (6), [30, Eq.(4)], and [29, Eq.(8)], respectively.
Fig. 3: Histograms of the measured data along with the new EGG, the EG, and the Exponential-Lognormal PDFs under various levels of air bubbles and different temperature gradients.
Fig. 4: Histograms of the measured data along with the new EGG, the EG, and the Exponential-Lognormal PDFs under different levels of air bubbles for fresh as well as salty waters.
<table>
<thead>
<tr>
<th>Bubble Level</th>
<th>Temperature (°C)</th>
<th>Gradient</th>
<th>$\sigma^2$</th>
<th>MSE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>0.05</td>
<td>0.1894</td>
<td>0.0148</td>
<td>1.2358</td>
<td>0.8699</td>
</tr>
<tr>
<td>24</td>
<td>0.05</td>
<td>0.1893</td>
<td>0.0149</td>
<td>1.2357</td>
<td>0.8699</td>
</tr>
<tr>
<td>24</td>
<td>0.15</td>
<td>0.2321</td>
<td>0.0212</td>
<td>1.5954</td>
<td>0.7284</td>
</tr>
<tr>
<td>4.7</td>
<td>0.10</td>
<td>0.2506</td>
<td>0.0305</td>
<td>1.7072</td>
<td>0.7072</td>
</tr>
<tr>
<td>4.7</td>
<td>0.22</td>
<td>0.2938</td>
<td>0.0508</td>
<td>1.9546</td>
<td>0.6084</td>
</tr>
<tr>
<td>23.6</td>
<td>0.22</td>
<td>0.3328</td>
<td>0.0852</td>
<td>2.3684</td>
<td>0.6084</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exponential-Gamma Distribution</th>
<th>$\lambda$, $\mu$, $\sigma^2$</th>
<th>MSE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential-Gamma Distribution</td>
<td>$\lambda$, $\mu$, $\sigma^2$</td>
<td>MSE</td>
<td>$R^2$</td>
</tr>
<tr>
<td>Exponential-Gamma Distribution</td>
<td>$\lambda$, $\mu$, $\sigma^2$</td>
<td>MSE</td>
<td>$R^2$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>0.121</td>
</tr>
<tr>
<td>$\mu$</td>
<td>0.0018</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>0.0148</td>
</tr>
</tbody>
</table>

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCOMM.2019.2891542, IEEE Transactions on Communications
As shown in Table I, the scintillation index calculated from the new PDF is the closest to the scintillation index obtained from the measured data. In addition, we can deduce from Table I that as the level of air bubbles or temperature gradient increases, the strength of the turbulence increases, and therefore the scintillation index becomes larger, as expected. In addition, the scale parameter of the EGG increases indicating the left-skewness or the stretching nature of the histogram as the channel turbulence increases. Overall, the EGG distribution gave the best performance in terms of quality of fit to the measured data.

The results of MSE and R^2 goodness of fit tests for the EGG, the EG, and the Exponential-Lognormal PDFs are also listed in Table I. It is clearly illustrated that the MSE values corresponding to the new EGG model are the smallest, under all turbulence conditions. Furthermore, it can be observed that R^2 measures associated with the EGG model have the highest values. These results indicate that the new PDF provides a better fit to the experimental data and therefore strongly support the application of the EGG model for turbulence-induced fading in UWOC channels, as a more accurate and simple alternative to the Exponential-Lognormal model.

B. Turbulent UWOC Channels with Uniform Temperature

In this section, we present experimental results for the proposed EGG distribution model under uniform temperature, for both salty and fresh waters. Fig. 4 illustrates histograms of the experimental data together with the EGG distribution as well as the EG and the Exponential-Lognormal distributions using different levels of air bubbles, based on the parameters of Table II. Results corresponding to the third and the eighth rows of Table II are not included in Fig. 4 due to space limitation.

As shown in Fig. 4, the proposed EGG model matches perfectly the measured data for all bubbles levels which correspond to different turbulence conditions varying from weak to strong turbulence, for both fresh and salty waters. This excellent match indicates the effectiveness of our model to describe irradiance fluctuations in UWOC channels. Moreover, an excellent agreement between the Exponential-Lognormal PDFs is also obtained from the measured data. In addition, we can deduce from Table II that as the level of air bubbles or temperature gradient increases, the strength of the turbulence increases, and therefore the scintillation index becomes larger, as expected.

In addition, Table II shows that increasing the salinity of the water by adding 118g of table salt into the fresh water tank does not have a significant impact on the scintillation index.

Table II presents also the results of R^2 goodness of fit test and estimated parameters of EGG, EG, and Exponential-Lognormal distributions. It is evident that R^2 values corresponding to the EGG model are the highest, under all turbulence conditions. Overall, the EGG distribution gave the best performance in terms of quality of fit to the measured data. Moreover, the EGG distribution is mathematically simple and attractive from the system performance analysis standpoint because it leads to closed-form and analytically tractable expressions for the outage probability and the average BER.

VI. PERFORMANCE ANALYSIS BASED ON THE NEW MODEL

In this section, we demonstrate the utility of the EGG PDF in modeling turbulence-induced fading for UWOC channels. The easy-to-use expression of the PDF derived in (1) can greatly simplify the analytical calculations of various performance metrics of interest over UWOC channels. By using the EGG model, we can easily obtain tractable and closed-form expressions for the outage probability, the average BER, and the ergodic capacity over UWOC channels, and their analytical accuracy are verified by means of Monte Carlo simulations. The competing Exponential-Lognormal proposed in [29] is not handy when it comes to performance analysis, as, being based on the Lognormal distribution, it would lead to integral expressions that are intractable and hence need to be solved numerically.

In what follows, we study the performance of an UWOC system which employs either IM/DD or heterodyne techniques using a variety of modulation schemes. Note that, in this work we consider only the case in which the scattering/absorption effects and the inter-symbol interference are not significant, and the underwater optical turbulence dominates the fading characteristics of the channel.

Assuming that the laser beam propagates through a mixture EGG turbulence channel with additive white Gaussian noise (AWGN), the received signal can be given as [6]

\[ y = \eta I x + n, \quad (17) \]

where \( \eta \) represents the optical-to-electrical conversion coefficient, \( I \) is the normalized irradiance, \( x \in 0, 1 \) denotes the transmitted information bit, and \( n \) is the AWGN with zero mean and variance \( N_0/2 \).

A. Probability Density Function

Considering both types of detection techniques (IM/DD as well as heterodyne detection), the instantaneous signal-to-noise ratio (SNR) can be given as \( \gamma = (\eta I)^r / N_0 \), with \( r \) being the parameter specifying the type of detection technique (i.e. \( r = 1 \) for heterodyne detection and \( r = 2 \) for IM/DD). The average electrical SNR can be expressed as 

\[ \mu_r = (\eta \mathbb{E}[I])^r / N_0 \]

and is related to the average SNR \( \gamma \), such that \( \gamma = (\mu_r \mathbb{E}[I^r]) / \mathbb{E}[I]^r \).

1) Heterodyne Detection: In the case of heterodyne detection, the average electrical SNR, \( \mu_1 \), is defined as \( \mu_1 = \gamma \). By using the transformation of the random variable \( I \) along with [37, Eq.(2.9.4)] then [37, Eq.(2.1.4)] and [37, Eq.(2.1.9)], the PDF of the SNR when the UWOC system is operating under the heterodyne detection can be given as

\[ f_\gamma(\gamma) = \frac{\omega}{\lambda \mu_1} e^{-\frac{\gamma}{\lambda \mu_1}} + c(1 - \omega) \frac{1}{\Gamma(a)\gamma} G_{1,0}^{1,0} \left[ \left( \frac{\gamma}{b \mu_1} \right)^c - \frac{1}{a} \right]. \quad (18) \]
2) **Intensity Modulation/Direct Detection:** Under this type of detection, the average electrical SNR $\mu_2$ is given as

$$\mu_2 = \frac{\gamma}{2 \omega^2 b^2 (1 - \omega) \Gamma(a + 2/c) / \Gamma(a)}.$$  

(19)

Now, applying [37, Eqs.(2.9.4), (2.1.4), and (2.1.9)], (1) is easily transformed into

$$f_\gamma(\gamma) = \frac{\omega}{\gamma^2} e^{-\frac{\gamma^2}{2 \mu_2^2}} + \frac{c(1 - \omega)}{\gamma \Gamma(a)} \left[ \frac{\gamma}{b^2 \mu_2^2} \right]^{\frac{a}{a}}.$$  

(20)

3) **Unified PDF Expression:** From (18) and (20) along with utilizing [38, Eqs. (8.4.31) and (8.2.15)] we get the CDF in (22) can be obtained in a simpler form by means of Fox's H function as

$$F_\gamma(\gamma) = \frac{\omega}{\gamma} G_{1,1}^{1,1} \left[ \frac{\gamma}{\mu_r} \right]^{\frac{1}{2}} \left[ \frac{1}{1,0} \right] + \frac{c(1 - \omega)}{\Gamma(a)} G_{1,1}^{1,1} \left[ \frac{1}{b^2 \mu_r} \right]^{\frac{a}{2}} \left[ \frac{1}{a,0} \right].$$  

(21)

It is worthy to mention that this resulting PDF reduces to the EG fading model with uniform temperature case by setting $c = 1$ in (21).

**B. Cumulative Distribution Function**

The CDF of $\gamma$ defined as $F_\gamma(\gamma) = \int_0^\gamma f_\gamma(\gamma') d\gamma'$ can be obtained by using the definition of the Meijer's G function in [37, Eq.(2.9.1)] as

$$F_\gamma(\gamma) = \frac{\omega}{\gamma} G_{1,1}^{1,1} \left[ \frac{\gamma}{\mu_r} \right]^{\frac{1}{2}} \left[ \frac{1}{1,0} \right] + \frac{c(1 - \omega)}{\Gamma(a)} G_{1,1}^{1,1} \left[ \frac{1}{b^2 \mu_r} \right]^{\frac{a}{2}} \left[ \frac{1}{a,0} \right].$$  

(22)

At high SNR, a very tight asymptotic expression for the CDF in (22) can be obtained in a simpler form by means of using [37, Eq.(2.9.1)] then [37, Eq.(1.8.4)] yielding

$$F_\gamma(\gamma) \approx \frac{\omega}{\lambda} \left( \frac{\gamma}{\mu_r} \right)^{\frac{1}{2}} + \frac{(1 - \omega)}{\Gamma(a + 1)} \left( \frac{\gamma}{b^2 \mu_r} \right)^{\frac{a}{2}}.$$  

(23)

**C. Moments**

The moments $\mathbb{E}[\gamma^n]$, defined as $\mathbb{E}[\gamma^n] = \int_0^\infty \gamma^n f_\gamma(\gamma) d\gamma$, can be obtained in closed-form by substituting (21) into the definition, utilizing [37, Eqs.(2.9.1) and (2.1.4)], and applying [38, Eq. (2.25.21)] as

$$\mathbb{E}[\gamma^n] = \omega (\lambda^n \mu_r^n) \Gamma(\gamma n + 1) + \frac{(1 - \omega) (b^2 \mu_r)^n}{\Gamma(a)} \Gamma \left( \frac{rn}{c} + a \right).$$  

(24)

It is worth accentuating that the expression in (24) is useful to derive very tight asymptotic approximations of the ergodic capacity at high SNR regime, as will be shown in the next section.

**D. Applications to Performance Analysis**

1) **Outage Probability:** The outage probability, $P_{out}$, is defined as the probability that the instantaneous SNR, $\gamma$, falls below a certain specified threshold, $\gamma_{th}$, which is considered as a protection value of the SNR above which the channel quality is satisfactory. Mathematically speaking, $P_{out}$ is the CDF of $\gamma$ given in (22) evaluated at $\gamma_{th}$, that is,

$$P_{out} = \Pr [\gamma < \gamma_{th}] = F_\gamma(\gamma_{th}).$$  

(25)

2) **Average BER:** A unified expression for the average BER for a variety of modulation schemes can be given as [39]

$$P_e = \frac{\delta}{2 \Gamma(p)} \sum_{k=1}^{n} \int_0^\infty \Gamma(p,k \gamma) f_\gamma(\gamma) d\gamma,$$

(26)

where $n$, $\delta$, $p$, and $q_k$ vary depending on the modulation technique being used and the type of detection (i.e IM/DD or heterodyne detection) and are summarized in Table III. It is worthy to mention that this expression is general enough to be used for both heterodyne and IM/DD techniques and can be applicable to different modulation schemes.

By substituting (21) into (26), utilizing [37, Eq.(2.9.1)], applying the integral identity [34, Eq. (6.455/1)] then [37, Eq.(1.1.2)] followed by [37, Eq.(2.1.4)], a general expression of the average BER for OOK, BPSK, M-QAM, and M-PSK modulations can be derived in closed-form in terms of the Fox’s H function as

$$P_e = \frac{\delta}{2 \Gamma(p)} \sum_{k=1}^{n} \left( \frac{\omega}{\lambda} \frac{1}{\Gamma(k \mu_r)} \right)^{\frac{1}{2}} (1,1) \left( 1-p, \frac{1}{2} \right) (1,0) \left( 1,0,1 \right) \left( 1,1 \right) \left( 1-p, \frac{1}{2} \right) \left( a,1 \right) \left( a,0,1 \right).$$

(27)

**TABLE III: Parameters for Different Modulations**

<table>
<thead>
<tr>
<th>Modulation</th>
<th>$\delta$</th>
<th>$p$</th>
<th>$q_k$</th>
<th>$n$</th>
<th>Detection Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>OOK</td>
<td>1</td>
<td>1/2</td>
<td>1/4</td>
<td>1</td>
<td>IM/DD</td>
</tr>
<tr>
<td>BPSK</td>
<td>1</td>
<td>1/2</td>
<td>1</td>
<td>1</td>
<td>Heterodyne</td>
</tr>
<tr>
<td>M-PSK</td>
<td>$\max\left[\log_2 M, 2\right]$</td>
<td>1/2</td>
<td>$\sin^2\left(\frac{(2k-1)\pi}{M}\right)$</td>
<td>$\max\left(M, 1\right)$</td>
<td>Heterodyne</td>
</tr>
<tr>
<td>M-QAM</td>
<td>$\frac{4}{\log_2 M} \left(1 - \frac{1}{\sqrt{2}}\right)$</td>
<td>1/2</td>
<td>$\frac{3(2k-1)^2}{2(M-1)}$</td>
<td>$\sqrt{M}/2$</td>
<td>Heterodyne</td>
</tr>
</tbody>
</table>
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Note that an efficient MATHEMATICA implementation for evaluating the Fox’s H function \( H_\nu(z) \) is presented in [40].

In the special case when the UWOC system is operating under uniform temperature, the average BER in (27) can be obtained in a simpler form in terms of the Meijer’s G function as

\[
P_e = \frac{\delta}{2\Gamma(p)} \sum_{k=1}^{n} \left( \frac{\omega r^2}{(2\pi)^{\frac{1}{2}}} \right)^{\frac{k}{2}} G_{2,1}^{r,2} \left[ \frac{1}{q_k(r\lambda)^{\cdot}\mu_r} \middle| 1, 1-p \right] \Delta(r, 1, 0)
\]

\[+ \frac{(1-\omega) r^{\frac{k}{2}}}{\Gamma(\alpha)(2\pi)^{\frac{1}{2}}} G_{2,1}^{r,2} \left[ \frac{1}{q_k(r\beta)^{\cdot}\mu_r} \middle| 1, 1-p \right] \Delta(r, a, 0) \].

(28)

Furthermore and similar to the CDF, the average BER can be expressed asymptotically at high SNR by means of using [37, Eq.(1.8.4)] as

\[
P_e \approx 2\frac{\delta}{2\Gamma(p)} \sum_{k=1}^{n} \left( \frac{\omega}{\tau} \right)^{\frac{k}{2}} G_{2,1}^{r,2} \left[ \frac{1}{q_k(r\lambda)^{\cdot}\mu_r} \middle| \frac{1}{1-p} \right] \Delta(r, 1, 0)
\]

\[+ \frac{(1-\omega) r^{\frac{k}{2}}}{\Gamma(\alpha)} \Gamma \left( p + \frac{ac}{r} \right) \left( \frac{1}{b^r} \right) \left( \frac{1}{q_k(r\beta)^{\cdot}\mu_r} \right)^{\frac{ac}{r}} \].

(29)

3) Ergodic Capacity: The ergodic capacity is defined as

\[
C \triangleq \mathbb{E} \left[ \ln(1+\tau\gamma) \right],
\]

(30)

where \( \tau \) is a constant equal to \( \tau = e/(2\pi) \) [41, Eq. (26)]. Substituting (21) into (30), using [37, Eq.(2.9.1)], utilizing the Meijer’s G function representation of \( \ln(1+\tau\gamma) \) as \( G_{1,2}^{2,1} \gamma^{\frac{1}{1.0}} \) [38, Eq. (8.4.6/5)] and applying [38, Eq. (2.24.2/1)], then utilizing [37, Eq.(1.1.3)], the ergodic capacity of the UWOC system can be expressed in closed-form as

\[
C = \omega \mathbb{E}_1^{\frac{1}{2}} \left[ \frac{\lambda}{\tau^{\mu_r}} \right] \left( \frac{1}{0, \nu} \right) \left( 0, 1 \right)
\]

\[+ \frac{(1-\omega)}{\Gamma(\alpha)} \mathbb{E}_{2.3}^{\frac{1}{2}} \left[ \frac{1}{\tau^{\mu_r}} \right] \left( 0, \nu \right) \left( 0, 1 \right)
\]

\[+ \frac{(1-\omega)}{\Gamma(\alpha)} \mathbb{E}_{2.3}^{\frac{1}{2}} \left[ \frac{1}{\tau^{\mu_r}} \right] \left( 0, \nu \right) \left( 0, 1 \right).
\]

(31)

When \( c = 1 \), (31) becomes the capacity of UWOC systems under uniform temperature and can be simplified in terms of the Meijer’s G function as

\[
C = \frac{\omega}{(2\pi)^{\frac{1}{2}}} \mathbb{E}_1^{\frac{1}{2}} \left[ \frac{1}{\tau^{\mu_r}} \right] \left( 0, 1 \right)
\]

\[+ \frac{(1-\omega)}{\Gamma(\alpha)} \mathbb{E}_{2.3}^{\frac{1}{2}} \left[ \frac{1}{\tau^{\mu_r}} \right] \left( 0, 1 \right).
\]

(32)

Furthermore, the ergodic capacity in (31) can be asymptotically approximated at high SNR by utilizing the first derivative of the \( n \)th order moment of \( \gamma \) [43, Eqs. (8) and (9)] as

\[
C \approx \log(\tau) + \frac{\delta}{2\Gamma(p)} \left( \frac{\omega}{\tau} \right)^{\frac{n}{2}} \mathbb{E}_n^{\frac{1}{2}} \left[ \gamma \right] \left| n = 0 \right.
\]

(33)

By substituting (24) into (33) and after some algebraic manipulations, we get an accurate simple closed-form approximation of the ergodic capacity at high SNR as

\[
C \approx \log(\tau) + \omega \left[ \log(\lambda^{\cdot}\mu_r) + r \psi(1) \right]
\]

\[+ (1-\omega) \left[ \log(b^{\cdot}\mu_r) + \frac{r}{c} \psi(\alpha) \right],
\]

(34)

where \( \psi(\cdot) \) is the psi function [34, Eq. (8.360/1)].

VII. NUMERICAL RESULTS

In this section, we provide some numerical results to illustrate the outage probability, the average BER, and the ergodic capacity of the UWOC link modeled as EGG turbulent channel in the presence of air bubbles and temperature gradients for both fresh and salty waters, based on the values of \( \omega, \lambda, a, b, \) and \( c \) listed in Table I and Table II. Monte Carlo simulations are also included to validate the obtained results.

The outage probability is presented in Fig. 5 as a function of the normalized average SNR under different turbulence conditions in the case of IM/DD technique. Clearly, we can observe from Fig. 5 that the simulation results provide a perfect match to the analytical results, confirming the accuracy of our derivation. In addition, it can be seen from Fig. 5 that the higher is the level of the air bubbles and/or the temperature gradient, the higher is the value of the scintillation index and therefore, the stronger is the turbulence leading to a performance deterioration. For example, at SNR=30 dB, \( P_{\text{out}} = 3.07585 \times 10^{-2} \) for a temperature gradient equal to \( 0.05^\circ C.cm^{-1} \) and \( \sigma_T^2 = 0.1484 \) and it increases to \( P_{\text{out}} = 3.422170 \times 10^{-2} \) for a temperature gradient of \( 0.15^\circ C.cm^{-1} \) and \( \sigma_T^2 = 0.1915 \), for a fixed level of air bubbles BL=2.4 L/min. This observation shows the role of the temperature gradient in introducing severe irradiance fluctuations and hence severe turbulence conditions. The asymptotic results of the outage probability at high SNR values obtained by using (23) are also shown in Fig. 5. As clearly seen from this figure, the asymptotic results of the outage probability are in a perfect
match with the analytical results in the high SNR regime. This justifies the accuracy and the tightness of the derived asymptotic expression in (23).

Fig. 6 depicts the outage probability for the UWOC system under uniform temperature, various levels of air bubbles, and for both fresh as well as salty waters. Expectedly, it can be observed that for a given type of water, $P_{out}$ increases as the severity of the turbulence increases (i.e. the higher the level of air bubbles, the higher will be the outage probability for both types of water and under both IM/DD and heterodyne detection). In addition, it can be inferred from Fig. 6 that the water salinity affects the UWOC system performance but in a much lesser degree than air bubbles, which cause rapid intensity fluctuations. Furthermore, it can also be observed that implementing heterodyne detection results in a significant improvement in the UWOC system performance compared to IM/DD, as expected. This performance enhancement is due to the fact that heterodyne technique can better overcome the turbulence effects which comes at the expense of complexity in implementing coherent receivers relative to the IM/DD technique [44].

In Fig. 7, the average BER of IM/DD with OOK is presented versus the average SNR under different channel conditions varying from weak to strong turbulence conditions in the case of uniform temperature and salty water. We can see from this figure that the analytical results of the average BER are in an excellent match with the simulated results. Interestingly, it can be seen from this figure that as the level of the air bubbles increases, the intensity of the received signal undergoes severe fluctuations and the scintillation index value becomes higher, resulting in an increase in the average BER. It is worth mentioning that the average BER shows similar behaviour when we use fresh water in our UWOC system. Moreover, it can be observed from Fig. 7 that the asymptotic expression of the average BER at high SNR given in (29) matches exactly the analytical expression derived in (27) proving the accuracy of the proposed asymptotic results at high SNR regime.

The analytical accuracy of (27) is checked by simulations for various modulation techniques including 64-QAM, 16-QAM, 16-PSK, and BPSK for UWOC system operating under the heterodyne detection in the case of strong turbulence conditions corresponding to a bubbles level of 23.6 L/min, a temperature gradient of 0.22 °C.cm$^{-1}$, and a scintillation index $\sigma_I^2 = 3.1952$ in Fig. 8. Obviously, it can be seen from this figure that BPSK modulation outperforms the other modulation techniques. Moreover, it can be observed from Fig. 8 that 16-QAM outperforms 16-PSK, as expected when $M > 4$ [45].

Fig. 9 shows the ergodic capacity for different gradient temperatures and various levels of air bubbles under IM/DD technique.
technique. Equivalent results obtained via Monte-Carlo simulations are also included showing a perfect agreement with the obtained analytical results. Clearly, Fig. 9 demonstrates the significant impact of the air bubbles and the gradient temperature on the system performance. Moreover, as seen in this figure, when the level of air bubbles or temperature gradient decreases, the average BER decreases leading to a system performance improvement, as expected. Additionally, one of the most important outcomes of Fig. 9 are the accuracy and the tightness of the asymptotic results at high SNR regime, obtained via the moments-based approach in (34).

\[ \sigma^2 \text{ is uniform, the received intensity of the laser beam is best } \]

\[ \text{due to underwater salinity gradient, this model is expected to accurately capture a combination of air bubbles, gradient of temperature, and gradient of salinity fluctuations, making it a unified model that can address the statistics of optical beam irradiance fluctuations in all types of turbulent underwater wireless optical channels. Moreover, when the water temperature is uniform, the received intensity of the laser beam is best described by the EG distribution which is a special case of the EGG model. In addition, our new model being simple and analytically tractable, is convenient for performance analysis and design of UWOC systems. Therefore, we have studied the performance of the UWOC system operating under both IM/DD and heterodyne detection over EGG fading channels in the presence of both temperature gradients as well as air bubbles induced turbulences. We have derived simple and exact closed-form expressions for fundamental system performance metrics such as the outage probability, the average BER of different modulation scheme, and the ergodic capacity under different turbulence conditions for both fresh and salty waters. Furthermore, by applying the moments-based method, we have derived very tight asymptotic results for the ergodic capacity at high SNR in terms of simple functions. We have also demonstrated that the performance of UWOC systems is degraded with an increase in the gradient of temperature or the level air bubbles. In the quest to improve the reliability of UWOC links, we anticipate that our findings will catalyze the development of robust and reliable underwater communication systems and help push the frontiers of UWOC research towards the goal of seamless and high-speed underwater wireless networks.}"
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